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ADVANCED DRIVING AID SYSTEM (ADAS) AT ROUNDABOUTS USING 
AERIAL IMAGERY AND ARTIFICIAL INTELLIGENCE TECHNIQUES TO 

IMPROVE ROAD SAFETY 
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Object detection. 1.4.- Object detection in aerial imagery. 2.- METHODOLOGY. 
INSTALLATION AND CALIBRATION PHASE. 2.1.- Installation and calibration 
phase. 2.2.- Implementation phase. 3.- RECOGNITION OF THE ROUNDABOUT. 3.1.- 
Preprocessing. 3.2.- Calculation of circumferences. 3.3.- Results. 4.- VEHICLE 
DETECTION. 4.1.- Dataset. 4.2.- Metrics. 4.3.- Experiments. 4.4.- Results 5.- 
INFORMATION EXTRACTION. 6.- CONCLUSIONS 7..- REFERENCES 

Abstract: Roundabouts are a type of traffic construction in which several roads converge 
and communicate through a rotating circulation around a central island. Although, they 
have increased safety, driving around them properly is not an easy task for conventional 
and autonomous vehicles. There are publications about ADAS that considers roundabouts 
as objects to be transited, guiding these autonomous ones in the circulation. This work 
present takes roundabouts as a source of information that could be transmitted to these 
vehicles to improve their decision making. To this end, it details the creation of a 
prototype for monitoring Spanish roundabouts using aerial imagery and machine 
learning. This system requires an installation phase in which it is calibrated using image 
processing techniques to recognize the circumferences of the central island and the 
different lanes. Then, using a RetinaNET model based on a resnet50 backbone, each 
vehicle and its type is detected. Combining both subsystems, the prototype extract 
information about the position of vehicles (exact location and lane), entering/exiting ones 
and those that affect the entering (key aspect for capacity calculation). The aim is to 
improve security by using artificial intelligence techniques. 

Resumen: Las rotondas son un tipo de construcción vial en el que confluyen varios 
caminos que se comunican a través de un anillo mediante una circulación rotatoria. Estas 
han traído un aumento en la seguridad, sin embargo, su correcta circulación no es tarea 
fácil, tanto para vehículos convencionales como autónomos. Existen publicaciones sobre 
ADAS (Sistema Avanzado de Ayuda a la Conducción) que toman a las rotondas como 
un objeto por el que transitar, guiando a estos últimos en la circulación. Este trabajo toma 
la propia rotonda como fuente de información la cual podría transmitirse a estos vehículos 
para mejorar su toma de decisiones. Para ello, se detalla la creación de un prototipo para 
la monitorización de rotondas españolas mediante imágenes aéreas y aprendizaje 
automático. Este sistema requiere de una fase de instalación por la cual se calibra 
mediante técnicas de tratamiento de imágenes para reconocer las circunferencias de la 
isleta principal y los distintos carriles. Seguidamente, usando un modelo de RetinaNET 
basado en resnet50, se localiza cada vehículo. Con esta información se extrae información 
útil tanto para monitorización de la rotonda, como para los vehículos que transitan por 
ella (autónomos y convencionales). Todo ello, con el fin de mejorar la seguridad haciendo 
uso de técnicas de inteligencia artificial. 

Keywords: Roundabouts, Machine Learning, Aerial Imagery, Object Detection, Deep 
Learning, Computer Vision. 
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1.- INTRODUCTION 

1.1.- Background 

Road fatalities are a problem in today's society. They are the leading cause of death among 
children and young people aged 5-29 and cause 1.3 million deaths worldwide each year. 
(World Health Organization, 2021). Taken from an economic perspective, they account 
for 3% of each country's GDP (Gross Domestic Product). (World Health Organization, 
2021). The World Health Organisation (WHO), in its report (World Health Organization, 
s.f.) identified several areas for improvement including but not limited to safer roads, 
greater awareness/training and safer vehicles. As part of the latter, the GIDS (Generic 
Intelligent Driver Support) project (Michon, 1993) laid the foundations for the so-called 
ADAS (Advanced Driver Assistance Systems) to improve the safety and comfort of 
drivers on the road (closely related aspects (Dirección General de Tráfico - Ministerio del 
Interior., 2018)). ADAS systems develop on classic safety systems such as ABS (Antilock 
Braking System), ESP (Electronic Stability Program), airbags or cruise control and have 
been key in the creation of autonomous vehicles (BCG, 2015). These ADAS can be 
subdivided depending on the type of sensors they employ (Kukkala et al., 2018): cameras, 
LiDAR, radar, ultrasound, etc.  

Autonomous vehicles are those that, ideally, drive like a human without requiring 
human intervention. They simply employ different ADAS to interpret the surroundings 
and make decisions. There are 6 levels of autonomy ranging from total driver dependence 
(level 0) to total autonomy (level 5). (BCG, 2015). At present, there are several companies 
such as Telsa, Waymo or Baidu producing autonomous vehicles (Badue et al., 2019). 
However, there are still reports of accidents (BBC, 2021; The New York Times, 2021) 
(which even raise legal questions as to who is responsible (BBC, 2020)) and errors 
discovered that require inspection (Popular Science, 2021). The highest level of 
autonomy achieved is level 4. Autonomous driving is no mean feat, there are too many 
constraints and situations that the vehicle must interpret (speeds, road conditions, other 
vehicles) and handle (Naranjo et al., 2007). Some of these are already addressed by some 
ADAS, such as cruise control, lane change/keep assist or automatic parking (Kukkala et 
al., 2018).  

One of the most difficult situations for autonomous vehicles to interpret are 
roundabouts (Rodrigues et al., 2017). According to the DGT, "roundabouts are a special 
type of intersection characterised by the fact that the sections that converge there 
connected by a ring in which a rotary traffic flow is established around a central traffic 
island" (Rodríguez, 2014). In a way, they can be viewed as several T-junctions in a row 
(Brilon W. , 1991). Spanish regulations indicate the following (Rodríguez, 2014; 
Dirección General de Tráfico, 2021):  

1. Vehicles on the roundabout have priority over those wishing to join. It is not like at 
an intersection, where priority is given to vehicles on the right. 

2. Traffic always moves in an anti-clockwise direction. 
3. The driver can choose the lane that best suits their path. However, always exit the 

roundabout from the outside lane. If the outside lane is occupied, they must go 
around the roundabout again. 
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4. Direction indicators must be used to change lanes within the roundabout and to exit 
the roundabout. In the case of the latter, this shall not be before having passed the 
previous exit (illustrated on the green vehicle in Figure 1). 

Figure 1. Representation of correct (blue and green vehicles) and wrong (orange, pink and 
red) paths (Rodríguez, 2014). 

There are different types of roundabouts (García Cuenca et al., 2019) which can be 
classified depending on the aspect to be highlighted(Gallardo, 2005):  

 Mode of operation: Depending on how they work, there are: roundabouts that 
operate via braided merging (Figure 2-A), roundabouts with priority to the right, i.e. 
inbound traffic has priority over traffic already on the roundabout, roundabouts with 
priority in the ring (Figure 2-B) and roundabouts with traffic lights in the ring (Figure 2-
C). 
 Geometry: Roundabouts can take different on geometric shapes. There are 

examples of circular, oval, double roundabouts (Figure 2-D) or even split roundabouts 
where two lanes cross the main island (Figure 2-E). 
 Depending on the diameter: Large roundabouts (with an inner diameter of more 

than 20 metres), compact roundabouts (between 4 and 20 metres) and mini-roundabouts 
(smaller than 20 metres). The latter are usually found in areas where space is limited. 
 Location: There are urban roundabouts, where the speed on the roads leading to 

them are no more than 50km/h, as opposed to semi-urban roads, where the speed on these 
roads can be higher. There are also out-of-town roundabouts on interurban roads and 
roundabouts that are crossed by roads at different levels (Figure 2-F). 
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(A) (B) (C) 

(D) (E) (F) 

Figure 2. Examples of different types of roundabout: (A) braiding, (B) priority in the ring, 
(C) with traffic lights, (D) double roundabout, (E) split roundabout, (F) roundabout with 

different levels (Gallardo, 2005). 

With regard to autonomous vehicles, several publications have researched the 
problem posed by roundabouts. They mainly consider scenarios in which autonomous 
cars must learn to manoeuvre (García Cuenca et al., 2019; García Cuenca et al., 2019). 
The aim of this publication is to create a prototype for a system capable of extracting 
information from the roundabout (limited to circular roundabouts with ring priority as 
they are the most common type (Gallardo, 2005)) using aerial images and machine 
learning techniques, not only to provide information to autonomous vehicles, but also to 
drivers of conventional vehicles The information considered relevant is the location of 
the vehicles at the roundabout (position and lane) from which useful information can be 
extracted regarding the status of the roundabout, which other systems deliver to the 
vehicles to facilitate its movement.  

1.2.- Capacity of Roundabouts 

One of the key issues in assessing performance at roundabouts is to calculate the capacity 
of the roundabout (Bernhard & Portmann, 2000). This can be considered as a function of 
the geometry, the entry/exit capacity of the roundabout and the characteristics of drivers 
and vehicles (Gallardo, 2005). Entry capacity is defined as the maximum flow entering 
the roundabout from an entrance, by vehicles waiting to merge (Gibson & Waterson, 
2013). This depends on several factors such as roundabout geometry (Mauro & Guerrieri, 
2012; Tollazzi et al., 2011; Silva et al., 2014; Yap et al., 2015), different environmental 
factors (Yap et al., 2013; Montgomery et al., 2010), drivers' demand in relation to 
entrances and exits (Yap et al., 2013; Akçelik, 2004; Hagring, 2000), pedestrians in the 
vicinity and on the roundabout as well as possible obstructions inside the roundabout 
(Yap et al., 2013; Marlow & Maycock, 1982). Due to the complications posed by data 
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collection, multiple estimation methods have been developed and are classified into: 
empirical methods based on geometry and capacity measurements, gap acceptance 
models that take into account driver behaviour and microscopic simulation models that 
model vehicle kinematics and interactions (Bernhard & Portmann, 2000; Yap et al., 2013; 
Macioszek, 2020). However, despite the similarity of roundabout designs around the 
world, there can be large differences in the application of different models for calculating 
capacity (Yap et al., 2015). 

Empirical models are based on parameter settings relating roundabout geometry 
and capacity measurements. These models are created by multivariate regressions using 
input capacity (ܳ), traffic flow (ܳ) and other variables affecting capacity. The 
relationship between ܳ  and ܳ is presumed to be linear (1) or exponential (2) (Yap et 
al., 2013).  

ܳ = ߙ −  . (1)ܳߚ

ܳ = ఉொି݁ߙ  (2). 

Examples are LR942 (Kimber, 1980) or French Girabase (Guichet, 1997). Machine 
learning is also useful in this field. Publications such as (Anagnostopoulos et al., 2021) 
report on calculating capacity using neural networks, which can also be used to discover 
which variables actually affect capacity. 

Gap Acceptance is based on theoretical models using parameters obtained from 
measurements between vehicles travelling on the roundabout and those about to join (Yap 
et al., 2013). The input capacity is calculated using 3 parameters: the critical gap gap (ݐ), 
follow on headway (ݐ) and the distribution of gaps in traffic on the roundabout. Examples 
can be seen in German Brilon-Wu (Brilon et al., 1997) or SR45/SIDRA. (Troutbeck, 
1989). 

Microscopic simulations model vehicle movements and interactions. The major 
advantage of these is their ability to simulate different scenarios for adequate study (Yap 
et al., 2013). Both commercial models, including but not limited to S-Paramics 
(Microsimulation, 2011), Aimsun (Systems, 2011) and SUMO (Behrisch et al., 2011) can 
be found as well as other more theoretical models dedicated to the study of different 
situations (Chin, 1985; Chung et al., 1992). 

1.3.- Object Detection 

Perception of the surrounding area is very important for ADAS. There are different 
sensors capable of providing information, although when it comes to object recognition, 
cameras or LiDAR are the most important, and the current debate is about which is the 
best solution (O'Kane, 2018). Prior to the advent of neural networks and deep learning, 
these object recognisers operated with limited computational resources and relied on 
handmade features (Zou et al., 2019). Examples of these can be seen in the Viola Jones 
face recogniser (Viola & Jones, 2004; Viola & Jones, 2001), the HOG pedestrian 
recogniser (Histogram of Oriented Gradients) (Zou et al., 2019; Dalal & Triggs, 2005)), 
or the DPM (Deformable Part-based Model) (Zou et al., 2019; Felzenszwalb et al., 2008). 
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Machine learning is a branch of artificial intelligence that is distinguished by the 
system's ability to train itself. This is further subdivided into two broad groups: supervised 
and unsupervised learning. The difference between them lies in the way the system learns. 
While supervised learning requires a series of pre-labelled examples, unsupervised 
learning does not rely on them. 

Within the supervised learning group, neural networks are worth particular 
mention, including convolutional neural networks, which became very popular in 2012 
(Krizhevsky et al., 2017). Their main quality is that they are a very specific type of 
network that can extract features present in an image, making them a very suitable 
algorithm for image classification (Krizhevsky et al., 2017; Girshick, 2015) and object 
detection (Girshick, 2015; Girshick et al., 2013; Sermanet et al., 2013). The latter are 
further subdivided into single-stage and two-stage networks. Examples of two-stage 
networks are R-CNN (Girshick et al., 2013), Fast R-CNN (Girshick, 2015) or Faster R-
CNN (Zou et al., 2019; Ren et al., 2017). One-stage networks include the YOLO (You 
Only Look Once) networks in their different versions v1 (Redmon et al., 2016), v2/9000 
(Redmon & Farhadi, 2017), v3 (Redmon & Farhadi, 2018), v4 (Bochkovskiy et al., 2020) 
as well as other alternatives such as SSD (Single Shot Detector) (Liu et al., 2016) or 
RetinaNet (Lin et al., 2020). Each type has a number of advantages, e.g., one-stage is 
faster, but lacks as much precision. (Soviany & Ionescu, 2018). 

RetinaNet has been chosen for this paper as it offers a good balance between 
accuracy and speed and is competent when compared to other models (Tan et al., 2021), 
and has been used successfully in  (De-Las-Heras et al., 2021; Stuparu et al., 2020). 

1.4.- Object Detection in Aerial Imagery 

Object detection in aerial imagery has proven useful in multiple applications such as 3D 
mapping (Elkhrachy, 2021), agriculture (Dijkstra et al., 2019) or disaster assessment 
(Gupta et al., 2021). This technology has also proven to be effective in tasks related to 
vehicles and their infrastructure. There are numerous papers about vehicle recognition in 
aerial images (Stuparu et al., 2020; Shen et al., 2021; Liu & Mattyus, 2015; Zhong et al., 
2017; Tang et al., 2020; Deng et al., 2017; Yu et al., 2019; Chen et al., 2015; Kembhavi 
et al., 2010) or infrastructure (Cheng et al., 2017) and even pedestrian recognition in this 
type of images, a process which is more complex given their relative size compared to 
vehicles (Chang et al., 2018; Soleimani & Nasrabadi, 2018).  

As we have seen in the previous section, Deep learning models used in object 
recognition require a series of previously labelled examples for training. A variety of 
aerial image datasets are currently available (Krajewski et al., 2018; Bock et al., 2020; 
Robicquet et al., 2016; Du et al., 2018; Bock et al., n.d.; Krajewski et al., n.d.), including 
some more specific and related to roundabouts (Puertas et al., 2022) as well as vehicle 
paths on roundabouts (Krajewski et al., 2020; Breuer et al., 2020). These are very useful, 
but are usually not easily and quickly accessible due to their commercial use. 

For the capture of aerial images, in addition to the use of satellites or aircraft with 
high operating costs, the use of UAS (Unmanned Aircraft Systems) or drones has 
proliferated. This technology is very promising when it comes to accessing hard-to-reach 
places and sending high-resolution images in real time at an affordable cost. These 
complement the object detection process discussed in the previous paragraphs very well, 
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as these drones send images to the processing system, which extracts information. This 
would be typical architecture, as image processing requires high processing power, 
provided by GPUs (Graphics Processing Unit). 

2.- METHODOLOGY 

The methodology pursued in the development of this research paper is reflected in Figure 
3. It consists of a two-stage process: (1) Installation and Calibration and (2) Execution. 
These phases and their steps are described in the following subsections. 

Figure 3. Operation of the prototype with its two phases: Calibration and Implementation. 

2.1.- Installation and Calibration Phase 

An installation phase is required before capturing and processing the aerial imagery. To 
this end, the camera device is placed in the centre of the roundabout at a given height 
(Figure 3-A), meaning the roundabout is deformed as little as possible. In this case and 
to validate this work, a UAS or drone was used. Specifically, a Mavic Mini 2 civil aircraft 
manufactured by DJI was used (DJI, s.f.), equipped with a camera for which the 
characteristics are reflected in Table 1. The flight range of the device is 30 minutes with 
the battery at full charge and in favourable weather conditions (no wind and medium to 
low ambient temperature). 

However, once the system is in production, the simplest option would be to use a 
pole in the centre of the roundabout with a 360° camera system, so that a birds-eye view 
of the roundabout is generated by compositing the images. Many roundabouts already 
feature these poles for lighting, so they could be reused for the combined installation of 
the camera system. 

Component Specification 
Resolution 1920x1080 px 
FOV angle 83º 
Focal (35 mm) 24 mm 
Opening f/2.8 
Aspect ratio 19:9 
Sensor 1/2.3" CMOS 

Table 1. UAS camera specifications 



Logos Guardia Civil Magazine           Year 2023 · june 
 

 Scientific Magazine of the University Center of the Guardia Civil nº1                                    667 

The next step, regardless of the capture system used (UAS or pole-mounted 360° 
camera), would be the calibration of the aerial images by a semi-automated process in 
order to recognise and define the lanes (Figure 3-BC). This process is described in section 
3 below. 

2.2.-  Implementation Phase 

Once the system has been prepared following the installation and calibration phase, using 
a convolutional neural network previously trained and tuned (Figure 3-D), each vehicle 
is recognised and information is extracted from the roundabout regarding its position 
thereon (Figure 3-E). The hardware used in the prototype to process the aerial images is 
shown in Table 2. 

Component Specification 
Processor Intel i7 9800K 3.6 GHz 

Motherboard MPG Z390 Gaming Pro Carbon 
Memory 32 GBs 
Graphics Nvidia RTX 2080 Ti 
Storage 500 Tb SSD M2 

Operating System Ubuntu 18.04.4 LTS 
Table 2. Specifications of the prototype used for testing 

3.- RECOGNITION OF THE ROUNDABOUT 

From the processing pipeline, the first step is to calculate the centre and radius of the 
circumferences that make up the central island and each of the lanes, so that the 
recognition of vehicles and their position within the different sections of the roundabout 
can be correctly detected. This is important given the existence of different types of 
roundabouts (García Cuenca et al., 2019) and the different heights at which the camera 
could be placed, meaning the system requires prior calibration. 

3.1.- Preprocessing 

Before recognising the circumferences that make up the roundabout (the centre island and 
the individual lanes), it is necessary to perform preliminary processing. This consists of 
applying a series of transformations to the image to facilitate recognition and adjust it to 
what the algorithms require. The steps are as follows: 

Region of interest. Since the position of the camera can be chosen, it is assumed 
that the central island will be within certain coordinates. This makes it possible to erase 
certain parts of the image that are unnecessary and that will therefore only add noise to 
the recognition. This is a technique used in deep learning (Kim et al., 2018). The region 
of interest (RoI) set on the original image (Figure 4) is a box at coordinates (300, 100) 
and (1620, 980) as shown in Figure 5. 
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Figure 4. Raw image captured from the drone. 

 

Figure 5. RoI applied to the image. 

Noise removal and smoothing. Within the image, there are many silhouettes that 
provide a number of traces within the image. Using the dilation morphology operation 
(OpenCV, n.d.; Gonzalez et al., 2009; Sreedhar & Panlal, 2012) and a Gaussian filter 
(OpenCV, n.d.; Gonzalez et al., 2009) (both with a kernel of (9, 9)), those with small 
discontinuities are closed and the image is smoothed. Next, the remainder is calculated 
between an absolute blank image difference (OpenCV, s.f.) between the original image 
with the RoI and the one obtained after the previous Gaussian filter, to obtain an image 
with a white background and grey lines (Figure 6). Finally, a threshold function is applied 
whose experimentally calculated parameters are thresh=230, maxval=0 and standard 
THRESH_TRUNC (1). (OpenCV, s.f.). 

,ݔ)ݐݏ݀ (ݕ = ൜ݐℎݏ݁ݎℎ݈݀, ,ݔ)ܿݎݏ ݂݅ (ݕ > ℎݏ݁ݎℎݐ
,(ݕ,ݔ)ܿݎݏ ݁ݏ݅ݓݎℎ݁ݐ  (3). 
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Figure 6. Pre-processed image. 

Edge calculation. The last step involves obtaining an image that uses only the edges 
of the objects in the image (Figure 7), as this is the real requirement for the detection of 
the circumferences. This is achieved using the Canny algorithm (Canny, 1986; Gonzalez 
et al., 2009; Rebaza, 2007; OpenCV, n.d.) to which a Gaussian filter of (7, 7) has been 
previously applied. The choice of the Canny parameters automatic by means of 
(Rosebrock, 2015)used and tested in other papers such as (De-Las-Heras et al., 2021). 
Finally, the dilation morphology operation with a kernel (2, 2) is applied to highlight the 
strokes. 

 

Figure 7. Image after applying the Canny algorithm. 

3.2.- Calculation of Circumferences 

Thanks to the image obtained in the previous step, it is now ready to be processed by the 
algorithm that calculates the centre and radius of the central island of the roundabout, as 
well as the lanes. The Hough transform (Gonzalez et al., 2009; OpenCV, n.d.; Shehata et 
al., 1962; Ballard & Brown, 1982) is an algorithm that recognises straight lines in images. 
It is very useful as it provides their equations as output. There is a version for calculating 
circumferences and ellipses (OpenCV, n.d.; ImageJ, n.d.; scikit-image, n.d.; Xie & Ji, 
2002). As a result, the equation representing the main traffic island is obtained and 
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together with data previously obtained, such as the number of lanes, lane width, the rest 
of the circumferences can be obtained (Figure 8). 

 

Figure 8. Operation of the prototype. 

3.3.- Results 

Qualitatively, the pipeline recognises the central island quite accurately. However, a 
number of factors affecting recognition have been identified experimentally: 

 Size of the roundabout. Larger roundabouts result in a longer processing time as there 
is a larger number of pixels to deal with. 

 Vegetation in the image. Although the processing pipeline manages to remove much 
of the noise from the image, certain silhouettes belonging to vegetation remain. These 
cause errors when recognising the central circumference, meaning that it is sometimes 
identified inside the vegetation. 

 Pavements at roundabouts. Some roundabouts have a small pavement that is shown as 
a small concentric circumference that may confuse the recogniser. 

 Tarmac colours in the roundabout. This means the circumference is not sufficiently 
distinguishable from the tarmac, meaning that the traffic island is not recognised 
correctly. 

 Irregular lane sizes. Some roundabouts do not have a fixed lane size. On some, the 
outermost lane is wider, such as the roundabout in Figure 10-D, which has 
entrance/exit corners that are slightly larger than the lane. This causes a small error in 
determining the separation of the different lanes. 

All these factors are mitigated and the quality of roundabout recognition is 
improved by manually calibrating the RoI so that only the main traffic island is 
surrounded by asphalt. For the prototype, this is not a major setback as it is a calibration 
phase that is performed the first time the system is deployed. The results for each 
roundabout are shown in Figure 9. 
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(A) 

 

(B) 

 

(C) 

 

(D) 

 

(E) 

 

(F) 

 

(G) 

 

(H) 

Figure 9. Results obtained with a RoI customised to each roundabout. 
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4.- VEHICLE DETECTION 

Once the circumferences and the RoI of the roundabout have been calculated, the next 
step is to recognise each of the vehicles on it. Since the aim of this publication is not to 
find the best recognition model per se, having reviewed the state of the art, a RetinaNet 
model (Lin et al., 2020) built using resnet50 has been selected since, as indicated above, 
machine learning has proven to be a very effective method in object localisation. 
Furthermore, this CNN has demonstrated strong performance in object recognition tasks 
(Tan et al., 2021; De-Las-Heras et al., 2021) and vehicle recognition in aerial images 
(Stuparu et al., 2020). Since this prototype is a system that must work in real time, i.e. its 
information is valid for a short period of time, the balance between model quality and 
recognition speed has been established as values to be optimised. 

4.1.- Dataset 

As an initial requirement for supervised learning algorithms, a dataset with previously 
annotated examples is required. In this case, (Puertas et al., 2022) has been used which is 
equipped with 947,400 cars, 19,596 bicycles, 2,262 trucks and 7,008 buses. 

Data-augmentation consists of applying a series of transformations to training 
images in order to synthetically create new examples with which machine learning 
models can better generalise (Zoph et al., 2020). This has been tested in several projects 
with impressive results (De-Las-Heras et al., 2021; Stuparu et al., 2020). These 
techniques have already been applied to this dataset, in particular several samples. 
However, the following transformations and colour adjustments have been applied to 
increase dataset's potential and allow the model to generalise better: 

 Rotations on the original image. 
 Translations, moving the content of the image. 
 Shear (Figure 10), crop the edges of the image resulting in the actual 

content as a parallelogram (Kathuria, s.f.).  
 Increase or decrease the size of the image (scaling). 
 Increases or decreases in image properties such as: brightness, contrast, 

hue and saturation. 

 

Figure 10. Example of shearing (Kathuria, s.f.). 
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These transformations are applied randomly to each image individually during the 
training stage under the parameters indicated in Table 3 using the library (fizyr, s.f.). 

 

Transformation Minimum 
value 

Maximum 
value  

Rotation -0.5 0.5 Radians 
Translation -0.5 0.5 Translation vector 

Shearing -0.5 0.5 Radians 
Scaling 0.9 1.1 Scaling vector 

Brightness -0.1 0.1 Amount added to each pixel. 
Contrast 0.9 1.1 Counting factor. 

Hue -0.05 0.05 Quantity added to the hue channel 
Saturation 0.95 1.05 Multiplication factor 

Table 3. Parameters of data-augmentation. 

Finally, the dataset has been divided into several portions (Table 4). 10% of the 
dataset has been set aside for the assessment of the model after it is trained. From the 
remaining 90%, another 90% has been devoted to the training itself, while the other 10% 
has been used to evaluate the model after each period. 

81% 
Training 

9% 
Validation 

10% 
Evaluation 

Table 4. Division of the dataset. 

The selection of which set each image belongs to has been performed randomly 
taking into account that the dataset is unbalanced between classes. Thus, approximately 
81% of the examples of each class are in the training set, 9% in the validation set and 
10% in the evaluation set. This ensures sufficient representation of each class in each set. 

4.2.- Metrics 

As discussed above, the metrics of interest for the prototype are inference time and model 
quality. In relation to the latter, the mAP (Mean Average Precision) has been selected, as 
used in other publications to demonstrate the suitability of the model (De-Las-Heras et 
al., 2021; Stuparu et al., 2020; Everingham et al., 2010). This is defined as the mean of 
the APs of each class (4), where the AP is the area under the coverage-precision curve 
(5), calculated by (5) and (6). To calculate both coverage and accuracy, an IoU 
(Intersection over Union) of 0.5 has been defined. This means that an overlap of at least 
50% between the actual and predicted bounding box is required to consider a detection 
as positive. 

ܲܣ݉ =
1
݊ܣ



ୀ
ܲ (4). 
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ܣ ܲ௦௦ = න ݎ݀ (ݎ)
ଵ


 (5). 

݊݅ݏ݅ܿ݁ݎܲ =  
ܶܲ

ܶܲ +  .(6) ܲܨ

ܴ݈݈݁ܿܽ =  
ܶܲ

ܶܲ +  .(7) ܰܨ

4.3.- Experiments 

For the experiments in relation to neural network training, the following scenarios have 
been performed taking into account the results of (Stuparu et al., 2020): 

1. Normal mode. 

The first experiment was simply to train the Retinanet model with the dataset and 
conditions detailed in the previous section. The best model has been selected using the 
highest mAP found for the evaluation set. The results are shown in Table 5.  

 Minimum Score = 0.05 Minimum Score = 0.5 
Classes AP@50 AP@75 AP@50 AP@75 

Car 0.9976 0.9409 0.9967 0.9401 
Bicycle 0.8496 0.4695 0.8345 0.4683 
Lorry 0.9624 0.7886 0.9562 0.7858 
Bus 0.9654 0.5337 0.9234 0.5125 

mAP 0.9438 0.6832 0.9277 0.6767 
Table 5. 2000x2000px model results (0.07 s. of inference per image). 

2. Scaling in image size. 

This experiment has been proposed based on the observations of (Stuparu et al., 
2020) where increasing the size of the images led to better results. To this end, the original 
image size (1920x1080px) was originally multiplied by 2, resulting in 3840x2160px 
images. However, this size resulted in constant training errors because the available 
hardware had insufficient computing power to handle such large images. Thus, the scaling 
factor was changed from 2 to 1.5, generating (2880x1620px) images that do work with 
the available hardware. With this configuration, an inference time per image of 0.1817 
seconds was achieved. This training was not pursued as this time was considered too long. 

After this experiment, another one was carried out, reducing each dimension of the 
image by half. It was also ruled out because the Cycle class frames were so small that the 
model did not recognise any (its AP was 0). 
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3. Extract the roundabouts by generating a new dataset. 

For the last experiment, the roundabout recognition work (explained in the section) 
was taken to generate a new dataset consisting only of square images containing the 
roundabout itself. This has the advantage of removing part of the image that is of no 
interest. However, this involves rescaling all images to the same size, which means that 
smaller images have to be scaled much more. This adversely affects their quality. This 
experiment has been carried out using 1000x1000px and 2000x2000px images, the results 
of which can be found in Tables 6 and 7: 

 Minimum Score = 0.05 Minimum Score = 0.5 
Classes AP@50 AP@75 AP@50 AP@75 

Car 0.9892 0.9720 0.9776 0.9658 
Bicycle 0.6234 0.1651 0.5057 0.1430 
Lorry 0.9881 0.9699 0.9714 0.9556 
Bus 0.9739 0.9261 0.9242 0.8978 

mAP 0.8937 0.7583 0.8447 0.7406 
Table 6. 1000x1000px model results (0.04 s. of inference per image). 

 
 Minimum Score = 0.05 Minimum Score = 0.5 
Classes AP@50 AP@75 AP@50 AP@75 
Car 0.6899 0.6529 0.6576 0.6404 
Bicycle 0.0414 0.0067 0.0000 0.0000 
Lorry 0.4317 0.4071 0.2978 0.2893 
Bus 0.4639 0.3885 0.2443 0.2261 
mAP 0.4067 0.3638 0.6899 0.2889 

Table 7. 2000x2000px model results (0.17 s. of inference per image). 

4.4.- Results 

Based on these results, the models obtained from the first experiment, measured with 
AP@50 with the minimum score of 0.05 and 0.5 (0.9438 and 0.9277), are the most 
promising. To make the best decision, the F1-score (8) for both has been calculated. The 
results are as follows: 0.483 and 0.983. Based on this result, the second model was chosen 
as the latter metric is far superior to that of the former, even though the former has a better 
mAP than the latter. In general, the model works well (Figures 11 and 12). However, a 
number of detection errors have been observed with urban elements (portions of traffic 
islands, bus shelters, containers, etc.), black vehicles, cars on a zebra crossing or in dark 
areas and vehicles.  

݁ݎܿݏ 1ܨ = 2 ∗
݊݅ݏ݅ܿ݁ݎܲ ∗ ܴ݈݈݁ܿܽ
݊݅ݏ݅ܿ݁ݎܲ + ܴ݈݈݁ܿܽ 

(8). 
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Figure 11. Results of the vehicle detection model (part 1). 
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Figure 12. Results of the vehicle detection model (part 2). 

5.- INFORMATION EXTRACTION 

Once the vehicle detector has been obtained, the next step is to extract the information 
about the roundabout. By studying the capacity calculation of these roundabouts (section 
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1.2), it has been identified that a lot of information of interest is located in specific parts 
of the roundabout. As a result, the system provides the following information: 

1. Position and type of vehicle on the roundabout. This information is immediate as 
it is the output of the Deep Learning model achieved in the previous step. 

2. Traffic per lane. Using the information from the circles obtained in section 3 and 
the output from the vehicle detector, the Euclidean distance between them is 
calculated to find out which lane it is in. A very common measure to express the 
amount of traffic is the PCU (Passenger Car Unit) (Mauro, 2010), which weights 
the type of vehicle by assigning a certain amount based on the physical space it 
occupies (Table 8). 

Type of 
vehicle PCU 

Car 1 pcu 
Lorry/Bus 1.5 pcu 
Lorry with 

trailer 2 pcu 

Motorcycle/
Bicycle 0.5 pcu 

Table 8. PCU units by vehicle type. 

3. Traffic disturbing a new joiner (incoming, outgoing and circulating traffic). One 
of the keys to calculating entry capacity at a roundabout is the traffic that affects 
entry in some way (Figure 13). Publications define this as disturbance flow (ܳௗ) 
which, depending on the calculation method used, either simply include the 
moving traffic in front of the roundabout (ܳ) or include outgoing (ܳ௨) and 
incoming (ܳ) traffic (Mauro, 2010). Figure 15 illustrates each of these 
measurements. To identify all these situations, this area of influence must be 
defined (Figures 14 and 15) and check whether a vehicle is in them. 

 

Figure 13. Diagram of disruptive traffic when joining a roundabout. 
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Figure 14. Determination of the different areas of a roundabout. (blue: entrance, green: 
exit, yellow: circulating traffic, red: rest). 

 

Figure 15. Vehicles belonging to each area (blue: entrance, green: exit, yellow: 
circulating traffic, red: rest). 

6.- CONCLUSIONS 

The main reason behind this paper was to provide a different point of view to the current 
literature on autonomous vehicles and roundabouts. Other publications treat them as a 
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complicated scenario that these vehicles must learn to navigate. However, this paper 
considers them as a source of information consisting of aerial images of the roundabouts 
themselves that can be taken using UAS (drones) or a system of fixed cameras installed 
at a height with a mast in the centre of the roundabout.  

In this paper, details have been provided about the process for developing an ADAS 
prototype for extracting information about Spanish roundabouts from aerial images of 
these roundabouts. It is divided into two parts. The first is about recognising the 
circumferences of the central island and the lanes. This has been achieved with computer 
vision techniques previously used in other areas, but not specifically on roundabouts. 
Second, using a Deep Learning model, with a mAP of 0.9277 (higher than other similar 
publications), vehicles are detected. Next, information is extracted on the condition of the 
roundabout: vehicles at entrances/exits, those disrupting merging traffic and the location 
of each vehicle in the different lanes.  

The use of aerial images taken from UAS (drones) has allowed the ADAS prototype 
to monitor the condition of roundabouts without the need to install 360º cameras on poles 
in the centre of the roundabouts themselves (as explained in section 2), which has speeded 
up this study. Despite the limited range of these aircraft, their use would still be an 
interesting option in specific situations, for example in areas with a high concentration of 
roundabouts. These could be controlled with one or several UAS in certain episodes and 
on demand (peak hours, accidents, etc.). These UAS could also be used for different types 
of control missions in addition to providing this ADAS service. 

In addition to the purpose of providing information to vehicles, this system is also 
useful in the study of roundabouts. The information extracted can be stored for further 
research, with a number of specific applications including the calculation of overall 
entrance capacity, peak hours and combined, with a unique vehicle identification system, 
as well as driver paths and conduct.  

This improves traffic safety at roundabouts through the use of artificial intelligence. 
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